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Abstract. In this paper, an efficient hybrid genetic algorithm (GA) algorithm is proposed to 
solve the flexible job shop scheduling problem (FJSSP) problem with machine status 
constraint. According to the machine status in the actual production workshop, the machine 
available constraint is added to the scheduling. The mathematical model is designed in the 
paper for FJSSP with the machine available constraint. The GA algorithm is applied to 
produce initial solution and tabu search (TS) is used to promote local search ability. The 
operation-based representation method, crossover and mutation operation are utilized to 
increase the performance. The computational experiments are conducted to testify the 
efficiency of the proposed algorithm. 

1. Introduction 

Job shop scheduling problem (JSSP) has been a hot issue in the field of industrial and 
combinatorial optimization. The job shop scheduling problem is defined as assigning a given set of 
jobs to a set of machines in the workshop to meet certain goals. Due to the high complexity, job 
shop scheduling problem has been proved to be a NP-hard combinatorial optimization problem[1]. 
However, the scheduling problem in actual shop is more flexible than the job shop scheduling 
problem, which has been extended to the flexible job shop scheduling problem (FJSSP). In the job 
shop scheduling problem, each job has a certain process route. However, for flexible job shop 
scheduling problem, each operation can be processed by a machine selected from a job set.  
Therefore, the flexible job shop scheduling problem is more complex which includes two problems: 
machine allocation and scheduling[2]. 

In recent years, many scholars have done a lot of research and made a lot of achievements in 
FJSSP because of the excellent scheduling system which can effectively improve the production 
efficiency and the competitiveness of enterprises. Because of the NP-hard property of the flexible 
job shop scheduling problem, it is difficult to adopt mathematical methods to obtain accurate 
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solution in finite time. Therefore, the meta heuristic algorithm to obtain the optimal solution 
through evolution naturally becomes the focus of current research. 

Mohsen Ziaee [3] develop a fast heuristic algorithm based on a constructive procedure which 
ensure to obtain good quality schedules very quickly to the distributed and flexible job-shop 
scheduling problem (DFJSP) which involves the scheduling of jobs (products) in a distributed 
manufacturing environment under the assumption that the shop floor of each factory/cell is 
configured as a flexible job shop. Ling Wang et al.[4] present an effective bi-population based 
estimation of distribution algorithm (BEDA) which consists of two sub-populations to adjust the 
machine assignment and operation sequence respectively with a splitting criterion and a 
combination criterion. A Bagheri et al.[5] put up with an artificial immune algorithm (AIA) based on 
integrated approach which uses several strategies for generating the initial population and adopts 
different mutation operators to select the individuals for reproduction. L Wang et al.[6] design an 
effective artificial bee colony (ABC) algorithm for solving the flexible job shop scheduling problem 
with the criterion to minimize the maximum completion time (makespan) which adopts crossover 
and mutation operators, local search strategy based on critical path and updating mechanism of 
population by generating the scout bees with the initialing strategy to enhance the effectiveness of 
the algorithm. Y Xu et al.[7] propose a shuffled frog leaping algorithm (SFLA) based algorithm for 
solving the FJSP. The algorithm design a hybrid encoding scheme in which two sequences are used 
to illustrate both operation order sequence and machines assignment and a special bi-level crossover 
scheme as a local search scheme based on the critical path to promote the performance of the 
algorithm. They then put forward an effective teaching–learning-based optimization algorithm 
(TLBO) to solve the flexible job-shop problem with fuzzy processing time (FJSPF) [8]. S Wang et al. 
[9] present an effective estimation of distribution algorithm (EDA) to solve the flexible job-shop 
scheduling problem with the criterion to minimize the maximum completion time (makespan).  
They design a probability model to generate new individuals and utilize a local search strategy 
based on critical path to balance the ability of exploration and exploitation. M Akhshabi et al[10] 
present a clonal selection algorithm (CSA) to solve the Flexible Job-shop Scheduling Problem and 
the efficiency of CSA has been demonstrated by experiments. K Ida et al. [ 11 ] focus on the 
maximum of the workloads for all machines and propose a new method of survival selection, a 
method of creation of the initial solution, mutation, and a method of escape to the genetic algorithm 
for the FJSSP. LD Giovanni et al.[12] propose an improved genetic algorithm (IGA) to solve the 
distributed and flexible job-shop scheduling problem. In the algorithm, Gene encoding is extended 
to include information on job-to-FMU assignment, and a greedy decoding procedure exploits 
flexibility and determines the job routings. Furthermore, a new local search based operator is used 
to improve available solutions by refining the most promising individuals of each generation. M 
Zhang et al. [13] present an improved genetic algorithm (GA) to solve a class of complex job shop 
scheduling problem with characteristics of re-entrant and flexible. A comprehensive search 
mechanism is proposed to effectively overcome the contradiction between convergence rate and 
convergence accuracy of GA. Meanwhile, a partition crossover operator with competition between 
parents and children has also been used in GA. J Tang et al. [14] propose a novel hybrid method by 
combining the chaos particle swarm optimization with genetic algorithm which consists of a novel 
initialization method based on the improved Kacem assignments scheme and genetic operators 
according to the characteristic of flexible job-shop scheduling problem. Experimental results 
indicate that the method is efficient and competitive compared to some existing methods. A 
Thammano et al. [15] presents a hybrid artificial bee colony algorithm for solving the flexible job-
shop scheduling problem (FJSP) with the criteria to minimize the maximum completion time 
(makespan). They apply several dispatching rules and the harmony search algorithm to create the 
initial solutions and the simulated annealing algorithm to escape from the local optimum. JQ Li et 
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al.[16] put up with a hybrid of particle swarm optimization (PSO) algorithm and tabu search (TS) 
algorithm are presented to solve the FJSP with the criterion to minimize the maximum completion 
time (makespan). FM Defersha et al. [17] present a mathematical model for a flexible job-shop 
scheduling problem incorporating sequence-dependent setup time, attached or detached setup time, 
machine release dates, and time lag requirements. They design a parallel genetic algorithm that runs 
on a parallel computing platform to the model. S Wang，J Yu [18] propose a filtered beam search 
(FBS) based heuristic algorithm to deal with the variant FJSP problem with maintenance activities. 
M. Amiri et al. [19] develop a various neighbourhood structures (VNS) related to assignment and 
sequencing problems to generate neighbouring solutions for FJSSP. C Lahlou [20] present a model of 
a practical FJSSP in which blocking constraints have to be taken into account. 

From the above review, most of the studies are limited to the standard FJSSP problem, and there 
still exists a gap with the actual job shop scheduling. The scheduling problem of the actual 
production workshop is often complex, such as the machine can’t be available. In order to make the 
research more close to the reality, some scholars added a number of factors to be considered in the 
actual workshop scheduling in their study, but the research results in this field are still few. In order 
to solve the FJSP problem with machine state constraints, this paper puts up with a mathematical 
model and proposes a hybrid GA and TS algorithm to the model. The algorithm uses GA for global 
search, and employs the TS algorithm to improve the performance of the local search.  

The rest of this paper is organized as follows. The mathematical model of flexible job shop 
scheduling is defined in section 2. We state the hybrid GA algorithm in section 3. In section 4, the 
experiments are conducted to verify the effectiveness of the algorithm. In the last fifth section, we 
conclude the paper and propose the next research step. 

2. The mathematical model 

2.1. Problem Definition 

There are n jobs to be processed on m machines in the shop. Each job iJ  consists of a series of 

iN  operations ( 1,2 , 1,2, )ij iO i n j n   . An operation can be processed by a machine 

( )k k ijM M M  from a set of machines ( )ij ijM M M , and the processing time ijT  of ijO changes 

with the machine changes. FJSSP involves solving two problems: rooting and scheduling.  If an 
operation can be processed by part of machines, the FJSSP problem is defined as a part of the 
flexible FJSSP problem (P-FJSSP). Otherwise, it belongs to the fully flexible FJSSP (T-FJSSP).  
FJSSP needs to set the start and end times for operations on machines. The objective is to complete 
all jobs as early as possible, which is to minimize makespan.  

The constraints are as follows.  
Each operation must be processed after the operation of the previous operation (if it exists) 

finishes;  
When a job is processed on a machine it can’t be interrupted; 
The same job can’t be processed simultaneously on two machines; 
It is only when the machine is in good condition that the operation can be done on the machine. 

2.2. Mathematical model 

Based on the understanding of the above problems, the mathematical model of the problem is 
established. The symbols used in the model and the paper are defined in Table 1. 
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Table 1.  The symbols definition 

Symbols Definition 
n  The total number of the jobs 
m  The total number of the machines 

iJ   The i-th job 

ijO  The j-th operation of job iJ  

iN   Number of operations of job iJ  

ijM   Machine set for operation ijO  

ijPm   The actual available machine set for operation ijO  

kM   The k-th machine 

kS   The status of the k-th machine 

ijT   Processing time of operating ijO  

ijTs   Start time of ijO  

ijC   The completion time of ijO  

rC   The rate of crossover 

rMUT   The rate of mutation 

 

  min max C |1 ,1ij iF i N j n      (2-1) 

. .s t   
0ijTs   (2-2) 

ij ij ijC Ts T    (2-3) 

( 1)i j ijTs C    (2-4) 

   2,1

{0,1,2}    %  0-damaged, 1-maintenance, 2-available

ij k k ij

k

Pm M S k m M

S

    


        (2-5) 

                                      
The above formula (2-1) defines the equation of the objective which is to minimize makespan. 

The formula (2-2) indicates that all jobs are processed after the start time of scheduling. The 
formula (2-3) defines that when a job is processed on a machine it can’t be interrupted. The formula 
(2-4) defines that each operation must be in accordance with the sequence of processing, that is, the 
current operation can’t be processed until previous operation (if it exists) finishes. The formula (2-5) 
defines that actual available machine set for operation ijO . In addition, other constraints must be 

satisfied in the section 2.1. 

3. The Proposed Hybrid Genetic Algorithm and Tabu Algorithm 

There are two classes for solving FJSSPs: hierarchical approach and integrated approach. The 
hierarchical approach was introduced into FJSSPs by Brandimarte in 1993 [2] which attempts to 
solve the problem by two steps which are rooting and scheduling. The Integration method fuses the 
two problems together. Therefore, the integration method is more difficulties, but it produces better 
result.  
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Genetic algorithm simulates the evolutionary procedure of natural selection and natural 
inheritance of biology circles[21]. And it has many advantages: strong robustness, simple searching 
method, global parallel searching, and be suitable to solve the problems with large scale etc.. 
However, genetic algorithm also has its own drawbacks such as lower convergence speed, large 
number of repeated times, and falling into local optimal solutions easily etc. for complicated 
problem.  

To overcome the shortcomings of GA, TS is utilized for jumping out of local optimal solution. 
The application of TS to the FJSSP problem has been applied by many scholars[22]. Hurink et al.[23] 
employ TS techniques to solve FJSSP and demonstrated its good performance.  

We propose a hybrid GA and TS algorithm (NHGATS) which uses GA to search in the global 
space, and applies TS which has good local searching ability to exploit in the local space.  

The pseudo code of the NHGATS is shown in Figure 1. 
 

Procedure: NHGATS() 
Input: The machine allocation dataset mJ  of each operation,  

the machining time dataset pT  of each operation,  

the status dataset mS  of each operation  

Output:solution s 
Begin 
Step 1.Initialize the parameters of the proposed NHGATS: 

The population size sP , 

Generation gap apG , 

Crossover rate rC ,  

Maximum number of iterations maxgen  

The solution is the same for gS  generations 

Step 2.Generate initial solution by GA: 
Generating initial population Chrom ; 
Calculate the objective value ( )( )s s ChObjV rom   

While gen<maxgen 
{ 
   FitnV=ranking(ObjV);  %Assign fitness values 
   SelChrom=Selection(Chrom);      %Perform selection operator 
   Crossover(SelChrom);% Perform selection operator 
   Mutation(SelChrom); 

[Chrom ObjV]=reins(Chrom, SelChrom); 
min( )minobjV ObjV ; 

If there is no improvement for Sg generations successively in  minobjV 
    bT minobjV  

endif  
Step 3. Local search.  
EndWhile 
End 
 

Figure 1. The pseudo code of the NHGATS. 
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3.1. Encoding 

The most popular coding methods of scheduling problems are as follows: job-based coding, 
operation-based coding, priority-based coding, etc. The operation-based coding is adopted in this 
paper. Since FJSSP contains two sub problems, rooting and scheduling. Correspondingly, the 
method is mainly composed of integration and hierarchical. Although the integration method is 
difficult, but it can take into account the relationship between machine allocations and scheduling. 
So the integration approach is closer to reality, and the results of it are better. In this paper, we use 
the integrated method, the encoding of which includes two parts: machine allocation and scheduling. 
For example, a flexible scheduling problem with two jobs and four machines is shown in Table 2.  
The first job has two operations and the second job has three operations. Machines M1 and M4 are 
available, and machines M2, M3 are not available.   

Table 2. Machines, jobs and operations definition 

Jobs Operations 
Machines 

M1(Available) M2(Damaged) M3(In maintenance) M4(available) 

1 
11O  8  – 5 6 

12O  – 9 – 7 

2 
21O  4 6 – – 

22O  11 – 13 14 

23O  – 3 2 4 
From the table, the machine set of each operation is defined to be a set of available machine as 

follows.  11 1 4,M M M ,  12 4M M  ,…,  23 4M M . 

The operation-based coding defines the number of jobs by an integer sequence. A job number 
emerged for the first time defines the first operation of the job, and the second time is defined as the 
second operation of the job. For example, a sequence of operations 21O - 11O - 22O - 12O - 23O  is to be 

encoded as 2-1-2-1-2. The coding of the machine allocation part uses an integer to define the 
number of elements in the set of machine allocation. For example, for a encoding sequence of 
machine allocation 1-2-2-1-1, the first bit of 1 represents the first machine in the set of 

 21 1M M ,which is 1M . The second bit of 2 represents the second machine in the set of 

 11 1 4,M M M , which is 4M .  

3.2. Selection Operation 

The selection operation is to select a part of individuals in the current population into the next 
generation directly, and other individuals need perform crossover and mutation and then evolve to 
the next generation. By these operation, the elite gene is retained, and the diversity of the population 
is increased.  For example, if the population size is pS  and the generation gap is apG , only 

(1 )p apS G   individuals can enter the next generation directly.  
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3.3. Crossover Operation 

Crossover is an important operation to communicate with other individuals and enhance 
diversity of an individual. Each individual crosses with another one randomly selected from the 
population with the probability of rC . The method described in paper[24] is adopted in this paper. 

3.4. Mutation Operation 

Mutation is another important operation to enhance diversity of the population. In order not to 
destroy the good gene, mutation is usually performed with small probability. This paper proposed 
two kinds of mutation operation. One is the variation of the operation on the same machine; the 
other is the mutation of the machine. Operation variation is carried out with probability of the 
mutation rate. The operation variation is defined as randomly generating two position of an 
individual and exchanging the two operations. The machine variation is to change the current 
processing machine of the operation to another one from the set of available machines of the 
operation. 

3.5. Local Search by TS 

If the current solution has been emerged for a certain times，put the current solution in the tabu 
list. When the current solution exists in the tabu list, the neighbourhood search is performed on the 
current solution. The pseudo code of the local search by TS is shown in Figure 2. 

 
Procedure:LocalSearch() 
Input:current solution s,tabu list bT  

Output:solution s 
Begin 
Step 1. Initialization 

Tabu list bT ,  

local search length TL , 

Loop variable iT  

Step 2. Local search 
while bS T  && i TT L   

  { 
     S’←Neighbour(s); 

     ( ')ObjV CalO jV sb      %Calculate the objective value  
     If (ObjV<minobjV) 
       minobjV ObjV  
       S←S’  
     Endif 
     1i iT T   

  } 
EndWhile 
End 
 

Figure 2. The pseudo code of the local search by TS. 
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4. Numerical experiments 

In order to achieve the best efficiency of the algorithm proposed in this paper, we have carried 
out experiments to select the appropriate parameters. The population size takes a value in the 
collection {80,100,120,160}; The set of crossover rate is {0.3, 0.5, 0.8} and the set of mutation rate 
is {0.2, 0.4, 0.6, 0.8}; the length of the tabu list is selected from {5, 8, 10,12}. Parameter values are 
selected from the parameter set one by one, and 5 independent experiments are carried out for each 
parameter value. The experimental results show that the optimal parameter settings are as follows. 
The size of population is set to 120; The crossover rate is 0.8; The mutation rate is 0.4; The length 
of tabu list is set to 8; The other parameters are set as follows. The Generation gap apG is set to 0.9. 

The local search length TL is set to 20. The variable gS  is set to 10. The finish condition of the 

algorithm is set as follows: if the current solution is better than the best solution and has not 
improved for 20 generations, or the number of iterations is greater than 1000, then the algorithm is 
over. 

To validate the efficiency of the proposed NHGATS algorithm, we apply it on Brandimarte’s 
data set (BR data) [2] and compare the results with the pGA proposed by KENICHI IDA [11]. We use 
Dev as a standard for evaluating the NHGATS algorithm, as defined in formula (4-1). 

( ) / 100%pGA pGANHGATSDev F F F                                                                        (4-1) 

Where Dev is the relative deviation, NHGATSF  is the optimal makespan obtained by our algorithm 

and pGAF  is the best makespan of pGA. 

The two algorithms are run five times on the same instance. The experimental results are listed in 
Table 3. From the results of each experiment, the proposed NHGATS outperforms pGA for all the 
ten problems. In the case of MK04, MK06, MK07, MK09 and MK10, the proposed NHGATS has 
obvious advantages. In Table 4, the computational time of proposed NHGATS also has been 
compared with pGA. From the experimental results, The NHGATS algorithm costs less 
computational time in all ten instances than pGA obviously.  

Table 3. Comparison between NHGATS and pGA in minimizing makespan. 

Instances Size pGA HNGATS Dev(%) 
MK01 10 6   40 40 0 
MK02 10 6  26 26 0 
MK03 15 8   204 204 0 
MK04 15 8  63 59 -6.3 
MK05 15 4   173 173 0 
MK06 10 15   67 60 -10.4 
MK07 20 5   141 140 -0.7 
MK08 20 10   523 523 0 
MK09 20 10  309 308 -0.3 
MK10 20 15   230 223 -3.04 
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Table 4.  Comparison between NHGA and other algorithms in computing time(s）.  

Instances Size pGA HNGATS Dev(%) 
MK01 10 6   2 1.8 -10 
MK02 10 6  4 2 -50 
MK03 15 8   8 4 -50 
MK04 15 8  10 4.2 -58 
MK05 15 4   7 5 -28.6 
MK06 10 15   15 11 -26.7 
MK07 20 5   17 14 -17.6 
MK08 20 10   22 17 -22.7 
MK09 20 10  21 16 -23.8 
MK10 20 15   35 23 -34.3 

 

5. Conclusion 

In this paper, a mathematical model of flexible job shop scheduling problem with machine status 
constraints is proposed, and an effective hybrid genetic algorithm and TS algorithm(NHGATS ) is 
designed to solve the model to minimize makespan. The algorithm uses GA to produce an initial 
solution set, and then uses TS for local search. The results show that the proposed algorithm 
NHGATS outperforms pGA in ten instances for the quality of solution and time consumption. The 
next research is to study the scheduling model and algorithm which is more in line with the actual 
production needs  
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